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ABSTRACT
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Testing the mechanical properties of concrete is costly and time-consuming,
often requiring up to 28 days. This study proposes machine learning models to
predict the compressive strength of metakaolin- blended concrete, reducing the
need for extensive testing. Techniques such as CART, ANN, and GEP were
applied using seven predictors: cement, metakaolin, fine aggregate, coarse
aggregate, water, superplasticizer, and curing age. Model performance was
evaluated with R%, RMSE, MSE, and MAPE, and validated using 10-fold cross-
validation. Results show that machine learning effectively predicts compressive
strength at different curing periods, offering a reliable alternative to traditional
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1. INTRODUCTION

The compressive strength of concrete is its most crucial
mechanical property. Determining this strength is a lengthy
and expensive process, typically taking 28 days to testin a lab.
The final strength is influenced by various factors, including
the type of cement, water-to-cement ratio, aggregate size, and
chemical admixtures.

The Focus of This Study

The current research aims to address the time-consuming and
labor-intensive nature of testing concrete compressive
strength. The study uses machine learning models—

specifically,  Artificial Neural Networks (ANN),
Classification and Regression Trees (CART), and Gene
Expression  Programming (GEP)—to predict the

compressive strength of concrete containing Metakaolin. The
study will also incorporate factors like the size and shape of
the test specimens to improve the accuracy of these
predictions.

Supplementary Cementitious Materials (SCMs)
Concrete is one of the most widely used construction materials

globally, but its production, particularly the manufacturing of

cement clinker, is a major source of carbon dioxide (CO2)
emissions. To reduce this environmental impact, the
construction industry is increasingly using Supplementary
Cementitious Materials (SCMs).

One such SCM is Metakaolin (MK), a highly reactive
pozzolanic material obtained by heating pure kaolin clay.
MK can partially replace cement, leading to several benefits:
Improved Strength: MK enhances the compressive strength
and other mechanical properties of concrete. Reduced
Permeability: It helps reduce the porosity of concrete,
increasing its durability. Lower Emissions: Using MK
reduces the need for cement, which in turn lowers CO2
emissions.

2. LITERATURE

C.S. Poon et al. (2005) investigated the compressive strength,
chloride diffusivity, and pore structure of high-performance
concrete incorporating metakaolin (MK) and silica fume
(SF). Tests were conducted at water-to-binder ratios of 0.3
and 0.5. Results showed that MK and SF improved
compressive strength, reduced chloride penetrability, and
decreased porosity. The study highlighted that interfacial
porosity strongly influences durability, offering key insights
into the microstructure— performance relationship of MK-
and SF-based concretes.

M.Saridemir et al (2008), observed that ANN models can
accurately predict the compressive strength of concrete
containing metakaolin and silica fume at different ages
without conducting any experiments. Two different
multilayer artificial neural network architectures were
developed namely ANN-I and ANN-II. In ANN-I model, one
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hidden layer was selected. The discussion highlights the
benefits of using artificial neural networks in civil
engineering applications to solve complicated problems. The
study suggests that ANN has been widely used in modelling
various human activities in civil engineering applications.
R.M. Ferreira et al (2015), identified that adding metakaolin
to concrete can improve its strength, durability properties,
and chloride penetration resistance. His study concludes that
the durability performance of concrete with metakaolin
replacements improves not only due to the increase in
resistance to chloride ingress but also due to the rate at which
this decrease takes place over time.

3. METHODOLOGY

Data Collection

Experimental data on metakaolin concrete from previous
studies is used to develop prediction models at different ages.
This chapter outlines the collected data and adopted
methodology.

Table 1: Metakaolin data

Name Cement | Pozzolan | Input Output | Data Ref
Type points
C.s. OPC MK AGE, | CS 24P [4]
Poon et al C,

MK
FA,
CA,
WC,
SP

M. OPC MK AGE, | CS 64P [3]
Saridemir C,

MK,
FA,
CA,
WC,
SP

RM. OPC MK AGE, | CS 55P [7]
Ferreira C,

MK
FA,
CA,
WC,

Machine Learning Techniques for Prediction Models

To develop compressive strength prediction models, machine
learning techniques such as Artificial Neural Networks (ANN),
Decision Tree, Classification and Regression Tree (CART),
and Gene Expression Programming (GEP) are adopted. The
models are developed using selected dependent and
independent variables.

Artificial Neural Network (ANN)

Artificial Neural Networks are computational models inspired
by the human brain. They consist of interconnected neurons
arranged in input, hidden, and output layers.

Forward propagation: Input data passes through layers,
multiplied by weights and biases, then processed by an
activation function (e.g., log-sigmoid, tan-sigmoid) to generate
output probabilities.

Back propagation: Errors between predicted and actual
outputs are sent backward to adjust weights, minimizing error
through repeated training cycles.

Feed-Forward

o—)
Network Inputs == Network Output
—
Input Layer Output Layer
Hidden Layer
Back-Propagation

Figure 1: Neural Network Architecture

In this research, the connection between input value and output
value can be expressed as

Yo = RY Wax9)
b

Classification and Regression Tree

Classification and Regression Tree (CART) analysis is a tree-
building technique that partitions data into regions based on
predictor variables, enabling classification and regression tasks.
The process involves four steps: tree building through
recursive splitting, stopping the growth of the maximal tree,
pruning to remove overfitting, and selecting the optimal tree.
Impurity measures such as the Gini index and least-squared
deviation guide the splitting process, while terminal and non-
terminal nodes define the tree structure. To evaluate CART
performance, statistical indices such as Mean Absolute Error
(MAE), Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), and Mean Absolute Percentage Error (MAPE) are
employed. These metrics provide insights into prediction
accuracy and error distribution, making CART a robust and
interpretable model for data analysis.

Gene Expression Programming (GEP)

Gene Expression Programming (GEP), introduced by Ferreira,
is an evolutionary algorithm that automatically generates
computer programs or models. Unlike Genetic Algorithms
(GAs) and Genetic Programming (GP), GEP represents
solutions as fixed-length linear chromosomes, which are later
expressed as expression trees (ETs). These trees adapt by
changing their size and structure, similar to biological
evolution. GEP consists of five main components: 1. Function
set, 2. Terminal set, 3. Fitness function, 4. Control parameters,
5. Termination condition The algorithm applies genetic
operators such as crossover, mutation, and rotation to evolve
better solutions. The chromosomes are encoded as strings with
a head (containing functions and terminals) and a tail (only
terminals). They are later converted into Karva expressions (K-
expressions) and then into expression trees (ETs) for
evaluation. A typical GEP process involves: Creating an initial
population, Translating chromosomes into ETs, Executing ETs
and evaluating fitness, Selecting the best individuals



4. EXPERIMENTAL RESULTS

Artificial Neural Network For this development of Artificial
Neural Network, we have taken 742 datapoints. In that 742
datapoints we have taken 520 (70%) datapoints are used for
training purpose and 222 (30%) datapoints are used for testing
purpose. In this data, the inputs taken as age, cement,
metakaolin, fine aggregate, course aggregate, water content,
super plasticizers, SiO2, Al203, cao. Output is the
Compressive strength of Metakaolin concrete. The formula for
calculating R-squared is:

R-squared = 1-(SSres/SStot)
Classification and Regression Tree
From the available data a decision tree is formed in

classification and regression tree analysis. A decision tree is a
tree-like model of decisions and their possible consequences.

Table 2: Observations from the CART analysis

Statistics Training Test
R-squared 0.93 0.83
Root mean 5.5264 8.6034
squared error
(RMSE)

Mean squared 30.5412 74.0186
error (MSE)

Mean  absolute 4.0651 5.7907
deviation (MAD)

Mean  absolute 0.0848 0.1217
percent error

(MAPE)

Gene Expression Programming

In the GEP model, we used total of 405 datapoints. In this 284
datapoints are used for training the model and remaining 121
datapoints are used for testing the model.

Table3: Observations from GEP analysis

Statistics Training Test

R - Squared 0.812 0.82
Root mean 174.74 170.00
squared error

(RMSE)

Mean squared 30535.87 28901.20
error (MSE)

Mean  absolute 139.42 139.43
error (MAE)

Relative absolute 10.07 10.89
error (RAE)

5. CONCLUSION

Compressive strength is the most important property of
concrete, but its laboratory determination takes 28 days. To
overcome this, prediction models are needed. In this study, the
compressive strength of Metakaolin blended concrete was
predicted using ANN, CART, and GEP models with input
parameters such as cement, aggregates, water, fly ash,
superplasticizer, and age. Among the models, GEP showed the

highest accuracy with an R? value of 0.82, indicating its
effectiveness in predicting compressive strength.

Limitations

* The present work has been carried out by considering specific
input variables and the data collected from existing literature.
* The models will be valid for the concrete age of 7 to 90 days
only and for metakaolin admixture.
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